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Abstract

Ground motions from shallow induced earthquakes and tectonic seismicity were inves-
tigated in this study by directly modeling the seismic attenuation quality factor (Q) using
spectral fitting and coda envelope decay methods. We use data from the Preston New
Road (PNR) shale gas induced seismicity sequences near Blackpool, United Kingdom, in
2018 and 2019, in addition to regional tectonic events in the United Kingdom. Our results
show that the local Q obtained from the induced seismic sequences at PNR, attributed to
shallower layers in the crust, leads to a rapid rate of near-field decay (sudden loss in
amplitude of earthquake signal over a short distances), with significantly stronger
attenuation than observed for regional events. We furthermore find that estimates of
Q are nonunique to a given record, differing both with the method and the analysis win-
dows used, particularly at high frequency. These differences can be attributed to the dif-
ferent modeling methodologies (e.g., different assumptions) or to fundamental
differences in physical attenuation processes within the seismic wavefield itself, which
traverses multiple ray paths and comprises various phases. Our results indicate that
to model ground motions for shallow earthquakes, it is important to consider the
composite Q along a specific path rather than an average regional Q. To this extent, a
depth-dependent attenuation model is considered crucial to bridge the gap between

shallow induced earthquakes and tectonic seismicity.

Introduction
Generally, small-magnitude earthquakes (roughly, M < 4) do not
pose a threat to people or infrastructure and are considered neg-
ligible in seismic hazard assessments (Bommer and Crowley,
2017). However, small earthquakes have become increasingly
important to consider when undertaking seismic risk assess-
ments for near-source shallow seismicity in urban environments,
particularly for vulnerable building stock without earthquake-
resistant design. This focus is even more important given the
extent of regulatory scrutiny and public concern associated with
induced seismicity. One such example is the 2.9 M Preston New
Road (PNR) earthquake in 2019, a hydraulic fracturing triggered
event in the United Kingdom. Typically, earthquakes with mag-
nitudes <3 are barely felt, never mind damaging. However,
because this event occurred at a depth of only 3 km with the
epicenter only a few kilometers from the urban area of
Blackpool and the wider Fylde region (~350,000 population),
it was widely felt, with reports of superficial damage to buildings.
Many attempts have been made to model ground-motion
resulting from induced seismicity. Typically, this involves

implementing and frequently adapting pre-existing tectonic
ground-motion prediction equations (GMPEs). However,
using ground-motion prediction models under the assumption
of similar source and attenuation characteristics to tectonic
earthquakes leads to significant discrepancy between observed
and predicted ground motion. For instance, a previous study
carried out by Edwards et al. (2020, 2021) at the PNR shale gas
site near Blackpool, United Kingdom, tested the performance
of an existing GMPE designed for induced seismicity but based
on short-distance tectonic data (Atkinson, 2015). They found
that the GMPE performed satisfactorily at distances >5 km but
led to significant underestimation of ground motion at shorter
distances. This was because the Atkinson (2015) model did not
account for sufficiently high and rapid decay of amplitudes in
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the near field. Edwards et al. (2021) subsequently presented a
minimum-misfit, coefficient calibrated form of the Atkinson
(2015) GMPE that removed the overall underestimation of
motions in the near field (R < 5 km) by effectively increasing
ground-motion amplitudes (for a given scenario) at the epicen-
ter while simultaneously increasing the rate of attenuation
before returning to the original GMPE amplitudes and rate
of decay at greater distances. However, they concluded that
modification of the functional form itself would be required
to completely remove all fluctuations in misfit bias.

The development of a local GMPE using increasingly com-
plex functional forms, as appears necessary to model shallow
induced events, relies on the availability of sufficient data to con-
strain the model. In particular, a GMPE’s behavior at larger
magnitude, when developed using small local datasets, is often
un or poorly constrained. This is why existing models, which
make use of data from large datasets or multiple datasets from
various sources, are typically used. The Atkinson (2015) model,
for instance, is based on near source (R < 40 km), but not nec-
essarily shallow, records from the Next Generation Attenuation
(NGA)-West2 Project dataset, consisting of events of magnitude
<6. It is clear that to effectively modify the functional forms of
well-constrained GMPEs, we require a physical understanding
of the mechanisms driving differences in ground motions. For
the purpose of developing a local GMPE for induced seismicity
applications, the modeling of attenuation, specific to shallow
source events in the near field, is therefore one of the important
factors to consider. To address this, we model and discuss the
seismic attenuation of records from the PNR shale gas sequences
along with regional tectonic UK events.

Common methods to quantify the physical attenuation of seis-
mic waves, as defined by the seismic quality factor (Q), are
to parameterize the spectral amplitudes of body-wave spectra
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Figure 1. Map of stations and event locations (recorded in
2018-2019): (a) tectonic dataset for 2.5 < M| < 4.6 and

(b) induced dataset from the Preston New Road (PNR) site with
local magnitude range -1.7 < M| < 3. The color version of this
figure is available only in the electronic edition.

(Boatwright, 1978; Hough and Anderson, 1988), to determine
spectral ratios over different parts of seismograms (Aki, 1980;
Frankel et al., 1990) and to characterize the coda amplitude decay
with increasing lapse time (Aki and Chouet, 1975), as well as
methods that use collocated smaller events as empirical Green’s
functions (Hough, 1997). Some methods assume frequency-
dependent Q, but others consider frequency-independent Q.

In this article, we use ground-motion records of induced seis-
micity from the PNR shale gas site along with data from recent
M = 2.5 regional tectonic events to estimate the local and
regional attenuation parameter (Q7!), respectively, sing two of
the most common approaches: (1) spectral fitting and (2) coda
envelope decay. Finally, we compare these results with the
regional UK Qp, model proposed by Sargeant and Otteméller
(2009): Qp,(f) = 266f*>.

Data

We analyzed two different datasets to model local (induced) and
regional (tectonic) attenuation (Fig. 1). The first dataset corre-
sponds with the induced seismicity generated by hydraulic frac-
turing of the Bowland Shale in northwest England between 2018
and 2019. Fracking was undertaken in two wells by Cuadrilla
Resources Ltd. at PNR from 15 October to 17 December 2018
and 15 August to 6 October 2019 (wells PNR-1z, and PNR-2,
respectively). The PNR site was located near Blackpool,
United Kingdom, ~4 km south of Preese Hall, which was the
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first onshore shale gas site in the United Kingdom and was oper-
ated by Cuadrilla Resources in 2011. There were 192 events
detected by the British Geological Survey (BGS) over both phases
of seismicity during 2018-2019, with magnitudes ranging
—-1.7 <My 2.9, recorded at hypocentral distances (Rypy)
<25 km (Fig. 2b). The largest event is the aforementioned 2.9
M, PNR earthquake in 2019 (the largest hydraulic fracturing
event in the United Kingdom), which was initially classified
as an intensity VI EMS-98 (European Macroseismic Scale
1998) by the BGS, with Edwards ef al. (2020, 2021) concluding
that it was likely an EMS-98 intensity V event based on risk mod-
eling and analysis of felt reports. Intensity V and VI indicate that
vibration would be felt by many people, with the potential to
produce superficial damage to structures.

Real-time seismic monitoring networks with high-quality
broadband sensors operated by the BGS and the University
of Liverpool, in addition to short-period sensors operated
by Cuadrilla Resources, are used to record in three orthogonal
directions (vertical and two horizontal). The dense station
spacing and high-quality recordings allow the detection of very
low-magnitude events (M < 0) even at the surface, with a
magnitude of completeness at M; 0.5 (Richard Luckett
(BGS), personal comm., 2022).

The tectonic dataset was obtained by extending the coverage
area up to 1042 km from the PNR site. Natural earthquakes in
the United Kingdom are generally in the depth range 3-20 km,
most at ~15 km (Musson and Sargeant, 2007; Mosca et al., 2020),
with almost all events >2.5M being felt by people (Galloway,
2018). Our tectonic dataset consists of 26 regional events
recorded on 51 triaxial instruments from 2018to 2019 with mag-
nitudes ranging from 2.5 < M| < 4.6 (Fig. 2a,c). These tectonic
events are recorded at a range of depths, with some exceeding
30 km, contrasting with the induced seismicity, for which events
were recorded at only shallow depths (1-4 km) (Fig. 2b,d).

Figure 2. (a,c) Tectonic and (b,d) induced earthquake magnitude
as function of (a,b) hypocentral distance and (c,d) depth. Red
dots show the distribution events of the tectonic dataset, and
black dots corresponds with the induced dataset. The color
version of this figure is available only in the electronic edition.

A standard signal processing approach is applied to both
datasets and consists of removing the instrument response,
detrending, tapering, and determining the noise and signal win-
dows. The first part of windowing algorithm is to determine the
arrival of P and S waves picked manually by looking at the three-
component seismograms. The beginning of coda wave is defined
following Perron et al. (2017) as tc = c(ts — tp) + tg, with ¢
and tp the S- and P-wave arrival time, respectively. Perron et al.
(2017) define ¢ = 2.3, which we consider valid for the regional
events analyzed herein. However, adjustment was required for
the induced seismicity dataset because of the very short-duration
records. The modification was made by considering the relation
of hypocentral distance to observed time differences between the
arrival of the S and P waves, which can be expressed as follows:

Ryyyp o 5(t5 — tp), 1
in which

Ry,

—2 = (tg - ty), (2)

B

for an average shear-wave velocity § = 3.5 km/s, origin time ¢,
and hypocentral distance (Ryy,). The definition of coda lapse
time proposed by Aki (1969) is

tc = 2(ts — to) + to. (3)



By substituting equation (1) into equation (2),

5(ts —tp) _
m =~ (ts = to),
ty ~ w + s (4)

Taking the new definition of #, shown in the equation (4)
and substituting into equation (3), the new definition of coda
wave for induced events is shown in equation (5), with ¢ = 1.4:

te = 2(ts — to) + to

te = Z(ts - (—75;5:_;};) + ts)) + (7_5(?5_ ) | ts),

te = (2“14;?) +tg = LA(ts — tp) + tg. (5)

Taking the definition of the beginning of S and coda waves,
three different seismic windows were defined. S-wave window
is defined as the waveform recorded from arrival of S wave up
to the beginning of coda waves, whereas coda waves defined as
the waveform from tc = c(tg — tp) + tg with ¢ = 2.3 for tec-
tonic and ¢ = 1.4 for induced dataset up to the end time, which
corresponds to 95% cumulative energy of the whole signal. The
estimation of seismic attenuation was then carried out using
two different approaches detailed in the following chapter:
Seismic Attenuation Measurement Methods.

Seismic Attenuation Measurement
Methods

Spectral fitting method

Measurements of seismic attenuation may vary considerably
when made from different parts of the seismic wavefield or using
different techniques, especially at high frequencies (Sarker and
Abers, 1998). In this study, the spectral analysis method detailed
by Edwards et al. (2008) was therefore applied to three different
signal windows, consisting of different contributions of the
seismic wavefield: (1) the S wave, (2) coda window, and (3) S
and coda (S+ coda) window (Fig. 3). Consistent preprocessing
was applied to 8712 horizontal recordings (east-west and
north-south components) of the 26 UK tectonic and 192 induced
PNR events, with all records demeaned and windowed. Spectra of
signal and noise windows for each record were then calculated
using the multitaper method proposed by Prieto et al. (2009).
Amplitude spectra were subsequently fitted with a model across
the usable frequency range, which was defined for each recording
as where the signal-to-noise ratio (SNR) is consistently (from fre-
quency to frequency) >3. For inclusion in the spectral fitting
inversion, only frequencies up to 45 Hz are considered, above
which little, if any, usable signal was present.

In the fitting process, the Brune (1970) source model was
assumed, which was concluded as the best-fitting source spec-
trum for UK events by Edwards et al. (2008), with the far-field
displacement Fourier spectrum then expressed as follows:

Qpe @1

M=y

(6)

in which Q is the low-frequency spectral plateau (the signal
moment), f is the frequency, f. is the corner frequency, and t*
is the attenuation parameter (t* = T/Q, with T the travel
time and Q as the path-average quality factor at the reference
frequency, here 1 Hz). a describes the frequency dependence of
Q, with Q(f) = Qquf®. The low-frequency plateau () term is
dependent on geometrical spreading, radiation pattern effects,
the seismic moment, and other frequency-independent effects,
none of which are the focus of this analysis and are therefore
not separated.

The path-average attenuation term ¢* is subsequently defined
as the integrated value of Q;' along the ray path (Ryyp):

dR, R T
path . hyp+xo=7o

" = /};athm - @ QO + Ko» (7)

in which Q, and T is the path-average quality factor and travel
time at the reference frequency, respectively. x, represents the
intercept at zero distance on at* versus distance plot and there-
fore describes residual site-specific exponential decay (Anderson
and Hough, 1984). Several recent studies (e.g., Edwards et al.,
2015; Ktenidou et al., 2015; Mayor et al., 2018; Haendel et al.,
2020) explained that the slope of the acceleration spectrum in
log-linear space is often curved rather than linear as expected
according to the Anderson and Hough (1984) kappa model. In
this case, measured site-specific exponential decay (x,) is
observed to depend on the chosen frequency band of analysis.
Haendel et al. (2020) proposed the “zeta” model ({) to account
for this observation. This model is therefore considered along-
side the traditional ¥ model through a frequency dependence of
%o (denoted ) to describe any residual frequency dependence
of the site-specific attenuation. In this case, the seismic spectrum
in equation (6) is proportional to the attenuation term, which
can be expressed as follows:

Q(f) x exp (—nf;co - mfl-e (Ko,c + IS%;)) (8)

in which = 2.8 km/s for induced events and 3.5 km/s for tec-
tonic events. An example of the spectral fit is shown in Figure 4.

The spectral inversion is performed for each individual
recording following the steps in Figure 5 to fit t*, f, Q,
and o (with a grid search in the range 0-1), which allows
us to calculate both frequency-dependent and frequency-inde-
pendent Q measurements. The fitting was performed under
the assumption that different records from a single event will
have the same seismic moment and Brune stress drop and
therefore are fitted to an event-specific corner frequency (f,).
Although we acknowledge that corner frequency may vary
slightly as a function of azimuth (e.g., Madariaga, 1976), we
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do not consider such deviations resolvable with this approach.
The inversion scheme is divided into two main steps:

First inversion step: the main objectives of this stage are (1)
finding the optimum frequency dependence of Q, « (i.e., « that
corresponds with the minimum chi-squared [X?] misfit, denoted
as o, and (2) fixing & = 0 to calculate the frequency-inde-
pendent Q, and «,. To find the frequency dependence of Q
(0tmin)» the chi-squared (X?) misfit over the log spectral ampli-
tudes for a within the range 0.0-1.0 were calculated. In this way,
the model misfit over the ensemble of observations for each
given a can be quantified. An interval of a,,;, was calculated
using bootstrap method by resampling the dataset with replace-
ment (20% repetition and 80% retention). Bootstrap samples
from the original dataset were generated by random selection
and the corresponding «,,;, from 15,000 resamples determined.
The mean of a,,,;, and its lower and upper limits were then esti-
mated, as shown in Figure 6. A frequency-independent model
(Qp and «;) was also determined using linear regression of ¢*
versus Ry, for a given a = 0.

Second inversion step: this step was performed by fixing
various elements based on the previous inversion results. A
correction for frequency-independent x, is applied, and the
final inversion performed using a grid search over f_ between
0 and 50 Hz, fixing discrete selections of a,;, (lower limit of

07:30:55 07:31:00

Figure 3. Example of time series, S wave, and coda window for
the PNR dataset event: 26 August 2019 T07:30:47.0 recorded in
sensor LV.LOO1. The arrival of the P wave (Pg), S wave (Sg), and
coda wave (Cg) is shown by the dashed lines, and the origin time
of the earthquake (tyigin) is shown by the black line. The color
version of this figure is available only in the electronic edition.

®in: upper limit of ;). Another bootstrap analysis was per-
formed to a linear regression of ¢* versus Ry, for each iteration
(Fig. 7). A parametric bootstrap analysis was carried out with
100 iterations, each fitted with a linear regression and retaining
the intercept and slope coefficients. The product of the second
inversion is then the final Q(f) and frequency-dependent ;¢
model (i.e.,Qp, & %y, and x ), which can subsequently be used
for determining seismic source parameters.

Coda envelope decay method

The coda envelope decay method is an alternative approach to
modeling seismic attenuation. The method takes advantage of
the scattered seismic wavefield, which manifests as coda waves
in the seismogram. The coda is assumed to be caused by the scat-
tering of body waves by heterogeneities distributed randomly in
the upper part of the Earth (Aki, 1969; Aki and Chouet, 1975).
An important factor to consider while implementing this
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Figure 4. Example of signal (S+ coda wave) spectra (gray line) fitted with the model (black dashed
line) and noise spectra (blue line). The upper and lower frequency bounds shown by the red dashed
line were computed based on the signal-to-noise ratio (SNR > 3). The color version of this figure is

available only in the electronic edition.

technique is that a long enough coda window is available to
observe the envelope decay.

The coda-wave amplitude (A) at frequency (f) and lapse
time (f) or time from the event origin is described by

A1) = Ag(f)t e /e, ©

in which A, is the initial amplitude, f is the frequency, ¢ is the
lapse time from the origin time, v is a positive constant that is
related to geometrical spreading (Aki and Chouet, 1975), and
Qcy; is the quality factor for coda waves calculated using the
coda envelope decay method. The positive constant (v) can
be assumed as either multiscattering or single scattering. In this
study, we assumed the single scatter model (v = 1), which cor-
responds to scatter of S waves.

Calculations of the Q-value were carried out for both tectonic
and induced seismicity datasets using all three components (two
horizontal and one vertical component). Only the good coda
signal (SNR > 2) is subsequently considered in the calculations.

filter method by Oppenheim
and Schafer (1975). This
method determines upper and
lower frequency limits by calcu-
lating the corresponding dura-
tion window (Tyy) as a
function of the central fre-
quency (f.,)> expressed as follows:

3

Twn = —chen. (11)

Frequency ranges used in the band-pass filter for both
induced and tectonic datasets are presented in Table 1. The
instantaneous power of these filtered signals is estimated from
modulus of the analytical signal or envelope of coda by taking
logarithm of the Hilbert transform of A(f;f). The slope of the
amplitude decay is then determined using linear least-squares
regression (Fig. 8). This can subsequently be used to calculate
the quality factor at each discrete frequency for each individual
record. The average of quality factor from all different stations is
then calculated and presented as the final model of the data-

set [Qan ().

Results and Discussion
To model the seismic attenuation quality factor (Q(f) =
Quf*), spectral fitting was performed following the inversion
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scheme explained in the pre-
vious section. Q, is determined
for both induced and regional
events in terms of best fit and
interval for the three seismo-
gram windows. Q models from
the induced PNR datasets,
based on the results using S
wave, coda wave, and S+ coda-
wave windows, respectively, are
Qs = 108.2f"55,  Qgrcots =
144.1/005, Q. = 203.5£%10,
Results from the regional tec-
tonic dataset led to Qg =
678.3f%4, Qg coqa = 171.9f%0,
and Q. = 142.4f%% (Fig. 9).
The confidence intervals of
each model are presented in
Figure 9. The confidence inter-
val of each model represents the
Qmin and Qp,,, inverted from
upper and lower values of
®nin» Tespectively, as obtained
from the first step of inversion
scheme. Two initial observa-
tions can be made from these
analyses: first, the Q models
for regional tectonic data
exhibit a consistently higher
exponential  variable (),
compared with Q from induced
events, which we propose is due
to stronger scattering effects
observed for records of tectonic
seismicity, and, more generally,
the more complex paths taken
by the myriad phases within
the regional
Attenuation models for induced
(near-source distance) events,
on the other hand, tend to be
frequency independent and
dominated by intrinsic attenua-
tion. The second observation is
that the average attenuation,
over a range of moderate to
high frequency, is significantly
higher for the shallow induced
events (Fig. 9).

Looking in more detail at
the results from tectonic data,
we note that for the body-wave
quality factor Qg we observe a

wavefield.
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significantly higher reference Q, (678) than for Q, (172) and
Qs coda (142), suggesting that, at least for the lower frequencies
of those under analysis, the body waves propagate much more
efficiently than coda. This is consistent with the understanding
that S waves at regional distances propagate into deeper crust,
whereas coda waves are most likely accompanied by scattered
waves and dominate in the upper and therefore lower-velocity
layers. As a result of the more complex wavefield path, the
records of tectonic events therefore exhibit more pronounced
within-wavefield variation in attenuation than those for
induced events. Differences in the volume sampled by different
seismic windows (S wave, coda wave, or S+ coda wave) can
therefore affect the frequency dependence of Q.

The coda envelope decay method was performed to focus
on the scattering effect that manifests in the tail of the wave-
field. This method is sensitive to the selection of time windows
and filter bandwidth. In this study, the coda envelope decay is
implemented for individual recordings over all components
[Qcu)(f)] and defined at 10 central frequencies. The final
Q model for each dataset is estimated by taking the mean
of Q at a reference frequency, in this case the lower frequency
bound for the respective datasets: 10 Hz for the induced dataset
and 3 Hz for the tectonic. We find Qg (f) = 121.6(f/10)*18
for the induced dataset, systematically lower than Q for the

Figure 7. Example of bootstrapping regression t* versus Ryyg.
Range of Q, defined as 1/(B x (m = Am)), in which B is shear-
wave velocity in meters per second and m is the slope of linear
regression. Intercept of the linear regression C + AC represents
the residual site-specific exponential decay (xy &+ Axp). The color
version of this figure is available only in the electronic edition.

tectonic dataset, in which Qg (f) = 262.2(f/3)%%. The higher
frequency dependency of Q observed in the time-domain coda
envelope analysis is related to the depth penetration of the high-
(shallow) and low-frequency (deep) coda wave. Any changes of
Q with depth are mapped into an apparent frequency depend-
ence of Q. At higher frequencies, the coda wave is suspected to
be related to surface scatters which rapidly attenuate. The obser-
vation from coda envelope decay analyses is difficult to compare
with the Q modeled from spectral fitting approach. In particular,
methodological constraints should be considered: the Q esti-
mates require correction for geometrical spreading when using
the coda envelope decay method, whereas in the spectral fitting
approach, no such correction is required (geometrical spreading
does not change the shape of spectra).

Even though the frequency dependencies of Q models are
suspected as a compensation of the distance and depth (path)
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Figure 8. Example of spectra fitting (left), and coda envelopes (log(|[[A(f,1)]])) as well as linear
regression Q¢ (f) (red lines) for 10 different central frequencies in bands (10-25 Hz) (right) for the
PNR dataset event: 26 August 2019 T07:30:47.0 recorded in sensor LV.LO02 (east-west com-

ponent). Noise baseline showed as black line and coda windows displayed as yellow rectangle. The
color version of this figure is available only in the electronic edition.

dependence of Q, the true
cause of the frequency depend-
encies of Q remains poorly
understood. In the case of
the Q
model (spectral fitting result)
shows a lower a and becomes

induced seismicity,

frequency independent, which
suggests that the propagation
is dominated by intrinsic
attenuation. Another explana-
tion for the lower « found in
the induced seismicity is that
when the scattering on small-
scale heterogeneities cannot
be clearly isolated, it possibly
includes both
scattering attenuation. In this
case, the attenuation can be
described as a purely geometri-
cal,
process of amplitude decay
that might occur either by
spreading or scattering of seis-
mic waves (Morozov, 2008).
Values of « > 1 (as found in
coda envelope decay analysis
for induced seismicity) can be
interpreted as the decreasing

of the efficiency of scattering

intrinsic and

frequency independent,

at shorter scale distance
TABLE 1
Frequency Ranges in Band-Pass Filter for the Coda Envelope Decay Method
Induced Dataset Tectonic Dataset
Number feen Twn Foand,,,, Foand_upper feen Twn Foand_low Foand_upper
1 10 0.15 6.67 13.33 3 0.5 2 4
2 10.96 0.14 7.31 14.62 3.52 0.43 2.35 4.69
3 12.01 0.13 8.01 16.02 4.14 0.36 2.76 5.52
4 13.16 0.1 8.76 17.55 4.86 0.31 3.24 6.48
5 14.43 0.10 9.62 19.24 5.71 0.26 3.80 7.61
6 15.81 0.09 10.54 21.08 6.71 0.22 4.47 8.94
7 17.33 0.08 11.55 23.10 7.88 0.19 5.25 10.51
8 18.99 0.78 12.66 25.32 9.26 0.16 6.17 12.34
9 20.81 0.07 13.88 27.75 10.87 0.14 7.25 14.49
10 22.81 0.06 15.21 30.41 12.77 0.1 8.51 17.03

feen, central frequency; Tyy, duration window; fyang jow. lower frequency band; fyang_upper, UPPEr frequency band.
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Figure 9. Attenuation model from spectral fitting and coda envelope decay method for the induced
and tectonic datasets. The shaded color shows the confidence interval of the Q model. The color

version of this figure is available only in the electronic edition.

(Morozov, 2008). Relying on this interpretation of « and the
lower overall Q (stronger attenuation) for induced seismicity, it
implies a rapid attenuation at short distances (Fig. 10).
Although somewhat counter-intuitive, this can explain the
underprediction of very near-field ground motions by
GMPE:s for small to moderate shallow events: in considering
only observations at “typical” distances available in ground-

S-wave window

C-wave window

frequency-independent Q =
116 + 23, whereas k,, was evalu-
ated from noise signals («o_poise)
and ranged between 0.022 and
0.034 s, with standard devia-
tions between 0.006 and 0.009.
These results show slightly lower Q and higher x, compared with
our results for induced seismicity at PNR (see Table 2). The order
of magnitude is nevertheless consistent with the induced seismic-
ity results rather than the tectonic results. The small differences
between the results of our study and Butcher et al. (2020) may be
expected because of different local geology. Finally, the regional
Q estimated in this study, especially Q modeled using spectral

S+coda-wave window

— 5Hz
=== 15Hz
—:= 25Hz

Log {(1/Rnyp)*Q(N}

s 5z
=== 15Hz
=== 25 Hz

—— 5Hz
=== 15Hz
== 25 Hz

— Induced dataset
—— Tectonic dataset

0 200

Figure 10. Spectral attenuation model as a function of distance at
different frequencies (5, 15, and 25 Hz) for the tectonic (red) and
induced (black) datasets. R~" decay is shown by the gray dashed

600 800 0 200 600 800

lines. The color version of this figure is available only in the
electronic edition.



TABLE 2

Qo (1 H2), a, %o,;1 Hz)» and ko from Spectral Fitting Method (Results for Frequency-Dependent and Frequency-
Independent Models from Three Different Signal Windows)

Frequency-Dependent Model, Final Model after Corrected
with xy (Second Inversion)

Frequency-
Independent Model
(Initial Inversion; a= 0)

Signal Window atAa Qo Interval Q(f)= Qof* Ko, ¢k, (S) Qo KoEAxg(S)
Induced dataset S wave 0.15£ 0.1 [67.84-178.56] 108.23 f 015 0.033 £0.0013 169.63 0.018 £ 0.001
(Preston New Road)

S+ coda wave 0.05 + 0.1 [99.79-211.78] 144.098100> 0.018 + 0.00125 172.46 0.019 + 0.001

Coda wave 0.1+ 0.1 [135.49-338.14] 203.52f%1 0.021 + 0.0016 246.11 0.020 + 0.001
Tectonic dataset S wave 0.4 +0.1 [487.84-1387.99] 678.2904 0.06 + 0.012 2953.98 0.029 + 0.003

S+ coda wave 0.6 +0.1 [119.99-332.84] 171.92f06 0.15 + 0.024 174536 0.004 + 0.002

Coda wave 0.65 + 0.1 [85.25-227.7] 142.43f065 0.16 + 0.032 2055.32 0.004 + 0.002

Qo, quality factor at reference frequency (1 Hz); «, frequency dependence of attenuation quality factor (Q) and its standard deviation (Aa); xo ¢, frequency dependence of xy and its
standard deviation Axq¢; ko, classic kappa or residual site-specific exponential decay at zero distance (Anderson and Hough, 1984) and its standard deviation (Axq).

fitting of S+ coda wave (Qg;oaa (f) = 171.9f%), gives the clos-
est result to the regional Q model of Britain proposed by Sargeant
and Ottemoller (2009), which was determined between 1 and
10 Hz for regionally propagating Lg waves (266f%%*). This sim-
ilarity (Fig. 9) is likely due to the possibility of sampling the same
crustal volume. Our findings therefore justify that the local Q
obtained from the induced seismic sequences, such as those at
PNR attributed to shallower layers in the crust leads to signifi-
cantly stronger and less frequency-dependent attenuation than
for regional events. The unaccounted rapid decay at short dis-
tance can provide explanation of greater ground-motion ampli-
tudes observed at short distances (Luckett et al., 2019; Edwards
et al., 2021) than those predicted by GMPEs, which are typically
calibrated at longer distances and assume that (nonrapid) attenu-
ation can be simply extrapolated back to the source. We suggest
that rapid loss of ground-motion amplitude at very near distan-
ces therefore needs to be considered in developing or adjusting
GMPEs for induced seismicity.

Conclusions

In summary, this study demonstrates stronger attenuation
of ground motions for near-source shallow earthquakes in
the United Kingdom by comparing the seismic quality factor
(Q) for the UK region and for an induced seismicity sequence
at the PNR shale gas site, Blackpool, United Kingdom. Our
results show that Q is nonunique to a given record but rather
depends on the analysis windows (and method) used, particu-
larly at high frequencies. The lower overall Q (stronger
attenuation) in the induced seismicity and the decreasing
of the efficiency of scattering effect at short-scale distance jus-
tifies that directly adapting tectonic GMPE for induced seis-
micity will produce bias. Therefore, to predict ground-motion
models for shallow earthquakes, it is important to consider

the rapid rate of attenuation observed at very near distances.
This study also observed that Q might vary with the increase
of depths captured by the apparent frequency dependence of
Q. Hence, using the average of Q along a specific path (which
will depend on, for instance, source depth) is suggested to
better develop new GMPEs for induced seismicity instead
of using average regional Q. Modeling an effective Q to
resolve the time and depth-dependent scattering and attenu-
ation properties is proposed for future development.

Data and Resources

The earthquake catalog for Preston New Road (PNR) dataset and tec-
tonic dataset is available at the British Geological Survey (BGS) earth-
quake database (http://www.quakes.bgs.ac.uk/earthquakes/dataSearch
html, last accessed December 2020). Seismic waveform data used in
this study are available on request from the BGS and operator data
and University of Liverpool (UoL data).
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